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**Цель**

Изучить алгоритм обратного распространения ошибки (ОРО) в процессе обучения нейронной сети при вариативных параметрах обучения. Работа выполняется с помощью программы BackPropagate 3.0.0.exe.

**1 Задание**

Обучающая выборка представлена в приложении А. Используется выходная функция . Переменная x1 изменяются в промежутке [-5;4], переменная x2 изменяется в промежутке [-5;4], переменная x3 изменяется в промежутке [-6;4].

**2 Протокол выполнения**

Во всех таблицах ниже цветом выделен наилучший результат. Значение минимальной ошибки не учитывалось при выборе.

**2.1 Влияние нормализации на эффективность алгоритма ОРО**

Число входов: 3.

Число выходов: 1.

Циклов обучения: 10000

В таблице 1 показаны результаты исследования.

Таблица 1 – Влияние нормализации на эффективность алгоритма ОРО

|  |  |
| --- | --- |
| Тип нормализации | Результат |
| Без нормализации | Максимальная ошибка: 62,00  Минимальная ошибка: 0,00  Средняя ошибка: 31,94  Среднеквадратичная ошибка: 629418 |
| [0;1] | Максимальная ошибка: 2,28  Минимальная ошибка: 0,000305  Средняя ошибка: 0,28  Среднеквадратичная ошибка: 85,01 |
| [-0.5;0.5] | Максимальная ошибка: 22,00  Минимальная ошибка: 9,30  Средняя ошибка: 8,31  Среднеквадратичная ошибка: 52270,43 |
| [-1;1] | Максимальная ошибка: 44,00  Минимальная ошибка: 0,00  Средняя ошибка: 18,01  Среднеквадратичная ошибка: 221427,99 |

Применение нормализации [0;1] значительно сокращает величину ошибок. Результат лучше примерно в 8 раз для средних и, приблизительно в 6 раз для среднеквадратичных ошибок при нормализации [-0,5;0,5] (наиболее близкой к лучшей).

**2.2 Влияние выбора примеров на эффективность алгоритма ОРО**

Число входов: 3.

Число выходов: 1.

Циклов обучения: 10000.

Нормализация: [0;1].

В таблице 2 показаны результаты исследования.

Таблица 2 – Влияние выбора примеров на эффективность алгоритма ОРО

|  |  |
| --- | --- |
| Выбор примеров | Результат |
| Последовательный | Максимальная ошибка: 2,41  Минимальная ошибка: 0,00051  Средняя ошибка: 0,32  Среднеквадратичная ошибка: 109,12 |
| Случайный | Максимальная ошибка: 2,34  Минимальная ошибка: 0,0000037  Средняя ошибка: 0,25  Среднеквадратичная ошибка: 74,88 |

Случайный выбор примеров показывает лучший результат по сравнению с последовательным выбором примеров обучения.

**2.3 Влияние крутизны функции на эффективность алгоритма ОРО**

Число входов: 3.

Число выходов: 1.

Циклов обучения: 10000.

Нормализация: [0;1].

Выбор примеров: случайный.

В таблице 3 показаны результаты исследования.

Таблица 3 – Влияние крутизны функции на эффективность алгоритма ОРО

|  |  |
| --- | --- |
| Крутизна функции | Результат |
| 0,1 | Максимальная ошибка: 4,68  Минимальная ошибка: 0,00016  Средняя ошибка: 0,76  Среднеквадратичная ошибка: 603,19 |
| 0,5 | Максимальная ошибка: 2,57  Минимальная ошибка: 0,00029  Средняя ошибка: 0,32  Среднеквадратичная ошибка: 104,45 |
| 1,0 | Максимальная ошибка: 1,86  Минимальная ошибка: 0,00011  Средняя ошибка: 0,26  Среднеквадратичная ошибка: 68,89 |
| 3,0 | Максимальная ошибка: 1,4  Минимальная ошибка: 0,0032  Средняя ошибка: 0,25  Среднеквадратичная ошибка: 41,13 |

Наилучшие результаты – при крутизне функции 3,0. Остальные параметры также лучше при [3;0].

**2.4 Влияние смещения на эффективность алгоритма ОРО**

Число входов: 3.

Число выходов: 1.

Циклов обучения: 10000.

Нормализация: [0;1].

Выбор примеров: случайный.

Крутизна функции: 1,0.

В таблице 4 показаны результаты исследования.

Таблица 4 – Влияние смещения на эффективность алгоритма ОРО

|  |  |
| --- | --- |
| Смещение | Результат |
| 0,1 | Максимальная ошибка: 2,37  Минимальная ошибка: 0,00016  Средняя ошибка: 0,26  Среднеквадратичная ошибка: 79,99 |
| 0,5 | Максимальная ошибка: 2,33  Минимальная ошибка: 0,00092  Средняя ошибка: 0,32  Среднеквадратичная ошибка: 102,02 |
| 1,0 | Максимальная ошибка: 2,30  Минимальная ошибка: 0,00019  Средняя ошибка: 0,21  Среднеквадратичная ошибка: 62,01 |
| 2,0 | Максимальная ошибка: 1,57  Минимальная ошибка: 0,00046  Средняя ошибка: 0,26  Среднеквадратичная ошибка: 61,41 |

Наилучшие результаты наблюдаются при смещениях 1,0 и 2,0. Наименьшие минимальная ошибка наблюдается при смещении 1,0, а наименьшие максимальная, среднеквадратическая и средняя ошибки – при смещении 2,0.

**2.5 Влияние скорости обучения на эффективность алгоритма ОРО**

Число входов: 3.

Число выходов: 1.

Циклов обучения: 10000.

Нормализация: [0;1].

Выбор примеров: случайный.

Крутизна функции: 1,0.

Смещение: 1,0.

В таблице 5 показаны результаты исследования.

Таблица 5 – Влияние скорости обучения на эффективность алгоритма ОРО

|  |  |
| --- | --- |
| Скорость обучения | Результат |
| 0,01 | Максимальная ошибка: 4,27  Минимальная ошибка: 0,0000095  Средняя ошибка: 0,68  Среднеквадратичная ошибка: 480,39 |
| 0,1 | Максимальная ошибка: 4,48  Минимальная ошибка: 0,00031  Средняя ошибка: 0,047  Среднеквадратичная ошибка: 283,80 |
| 0,5 | Максимальная ошибка: 1,76  Минимальная ошибка: 1,09  Средняя ошибка: 0,13  Среднеквадратичная ошибка: 27,47 |
| 1,0 | Максимальная ошибка: 1,60  Минимальная ошибка: 0,00057  Средняя ошибка: 0,19  Среднеквадратичная ошибка: 37,51 |

Увеличение скорости обучения с 0,01 до 0,5 ведет к снижению средней и среднеквадратичной ошибки. При увеличении с 0,5 до 1,0 – средняя и среднеквадратичная ошибка возрастает. Наилучшие результаты наблюдаются при скорости 0,5.

**2.6 Влияние количества нейронов в скрытом слое на эффективность алгоритма ОРО**

Число входов: 3.

Число выходов: 1.

Циклов обучения: 10000.

Нормализация: [0;1].

Выбор примеров: случайный.

Крутизна функции: 1,0.

Смещение: 1,0.

Скорость обучения: 0.5.

В таблице 6 показаны результаты исследования.

Таблица 6 – Влияние количества нейронов в скрытом слое на эффективность алгоритма ОРО

|  |  |
| --- | --- |
| Количество нейронов в скрытом слое | Результат |
| 1 | Максимальная ошибка: 19,08  Минимальная ошибка: 0,04  Средняя ошибка: 4,40  Среднеквадратичная ошибка: 18978,54 |
| 5 | Максимальная ошибка: 1,74  Минимальная ошибка: 0,00021  Средняя ошибка: 0,15  Среднеквадратичная ошибка: 29,36 |
| 10 | Максимальная ошибка: 1,47  Минимальная ошибка: 0,00028  Средняя ошибка: 0,085  Среднеквадратичная ошибка: 10,94 |

Приоритет был отдан количеству нейронов в скрытом слое, равному 10.

**2.7 Влияние момента на эффективность алгоритма ОРО**

Число входов: 3.

Число выходов: 1.

Циклов обучения: 10000.

Нормализация: [0;1].

Выбор примеров: случайный.

Крутизна функции: 1,0.

Смещение: 1,0.

Скорость обучения: 0,5.

Количество нейронов в скрытом слое: 10.

В таблице 7 показаны результаты исследования.

Таблица 7 – Влияние момента на эффективность алгоритма ОРО

|  |  |
| --- | --- |
| Момент | Результат |
| Без момента | Максимальная ошибка: 1,57  Минимальная ошибка: 0,00042  Средняя ошибка: 0,15  Среднеквадратичная ошибка: 25,63 |
| 0,1 | Максимальная ошибка: 1,60  Минимальная ошибка: 0,00023  Средняя ошибка: 0,095  Среднеквадратичная ошибка: 14,82 |
| 0,5 | Максимальная ошибка: 43,9  Минимальная ошибка: 0,00022  Средняя ошибка: 25,99  Среднеквадратичная ошибка: 414053,47 |
| 1,0 | Максимальная ошибка: 43,99  Минимальная ошибка: 2,00  Средняя ошибка: 25,99  Среднеквадратичная ошибка: 414059,94 |

Наилучшие результаты наблюдаются при обучении без момента и обучении с моментом 0,1. Наименьшие максимальная, средняя и среднеквадратичная ошибки наблюдаются при обучении без момента, а наименьшая минимальная ошибка – при обучении с моментом 0,1.

**3 Ручной расчет**

Для более подробного изучения алгоритма ОРО в режиме трассировки был сделан один проход (включающий прямое и обратное распространение), а затем те же самые действия были произведены вручную.

На рисунке 1 показана трассировка первого прохода при обучении сети.

На рисунке 2 показана структура сети.

|  |  |
| --- | --- |
| Инициализация весов синапсов случайным образом...  Нейрон[1][1]  w[1, 1, 1] = -0,246  w[1, 1, 2] = 0,158  w[1, 1, 3] = -0,11  Вес смещения:  w[1, 1, 4] = 1  Нейрон[1][2]  w[1, 2, 1] = 0,942  w[1, 2, 2] = -0,676  w[1, 2, 3] = 0,246  Вес смещения:  w[1, 2, 4] = 1  Нейрон[1][3]  w[1, 3, 1] = -0,226  w[1, 3, 2] = -0,194  w[1, 3, 3] = -0,41  Вес смещения:  w[1, 3, 4] = 1  Нейрон[1][4]  w[1, 4, 1] = 0,814  w[1, 4, 2] = 0,968  w[1, 4, 3] = -0,202  Вес смещения:  w[1, 4, 4] = 1  Нейрон[1][5]  w[1, 5, 1] = 0,18  w[1, 5, 2] = 0,168  w[1, 5, 3] = -0,326  Вес смещения:  w[1, 5, 4] = 1  Нейрон[2][1]  w[2, 1, 1] = -0,144  w[2, 1, 2] = -0,104  w[2, 1, 3] = -0,574  w[2, 1, 4] = -0,266  w[2, 1, 5] = -0,412  Вес смещения:  w[2, 1, 6] = 1  Выбираем допустимый образ из обучающего множества...  0,318182  0,295455  0,181818  0,340909  Подаем сигнал на вход нейронной сети...  Нейрон[0][1]  Аксон = 0,318182  Нейрон[0][2]  Аксон = 0,295455  Нейрон[0][3]  Аксон = 0,181818  Прямая волна...  Нейрон[1][1]  Взвешенная сумма = 0,948409138  Аксон = 0,7207951303  Нейрон[1][2]  Взвешенная сумма = 1,144727092  Аксон = 0,7585464813  Нейрон[1][3]  Взвешенная сумма = 0,796227218  Аксон = 0,6891668686  Нейрон[1][4]  Взвешенная сумма = 1,508273352  Аксон = 0,8188051767  Нейрон[1][5]  Взвешенная сумма = 1,047636532  Аксон = 0,7403207902  Нейрон[2][1]  Взвешенная сумма = -0,101079458  Аксон = 0,4747516288 | Обратная волна - подсчет локальной ошибки нейронов...  Подсчет локальной ошибки нейронов на выходе нейронной сети...  Желаемый сигнал на выходе:  0,340909  Прогнозируемый сигнал на выходе нейронной сети:  0,4747516288  Нейрон[2][1]  Локальная ошибка = 0,03337533518  Подсчет локальной ошибки нейронов в скрытых слоях нейронной сети...  Нейрон[1][1]  Локальная ошибка = -0,0009672148606  Нейрон[1][2]  Локальная ошибка = -0,0006357329363  Нейрон[1][3]  Локальная ошибка = -0,004103828684  Нейрон[1][4]  Локальная ошибка = -0,001317145153  Нейрон[1][5]  Локальная ошибка = -0,00264350404  Коррекция весов синапсов...  w[1, 1, 1] = -0,2456922496  w[1, 1, 2] = 0,1582857685  w[1, 1, 3] = -0,1098241429  Вес смещения:  w[1, 1, 4] = 1,000967215  w[1, 2, 1] = 0,9422022788  w[1, 2, 2] = -0,6758121695  w[1, 2, 3] = 0,2461155877  Вес смещения:  w[1, 2, 4] = 1,000635733  w[1, 3, 1] = -0,2246942356  w[1, 3, 2] = -0,1927875033  w[1, 3, 3] = -0,4092538501  Вес смещения:  w[1, 3, 4] = 1,004103829  w[1, 4, 1] = 0,8144190919  w[1, 4, 2] = 0,9683891571  w[1, 4, 3] = -0,2017605193  Вес смещения:  w[1, 4, 4] = 1,001317145  w[1, 5, 1] = 0,1808411154  w[1, 5, 2] = 0,1687810365  w[1, 5, 3] = -0,3255193634  Вес смещения:  w[1, 5, 4] = 1,002643504  w[2, 1, 1] = -0,1680567791  w[2, 1, 2] = -0,1293167431  w[2, 1, 3] = -0,5970011752  w[2, 1, 4] = -0,2933278972  w[2, 1, 5] = -0,4367084545  Вес смещения:  w[2, 1, 6] = 0,9666246648 |

Рисунок 1 – Трассировка первого прохода

![](data:image/png;base64,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)

Рисунок 2 – Структура сети

В качестве активационной функции взята

|  |  |
| --- | --- |
|  | (1) |

где – взвешенная сумма входов i-го нейрона (с учетом смещения);

В таблице показан расчет прямой волны.

|  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| № слоя | № нейрона | № выхода | Входной сигнал xj | Весовой коэффициент wij | Смещение wi0 | Вес смещения | wij\*xj | Взвешенная сумма Si | Выход нейрона yi = F(Si) |
| Вход | 1 | 1 | 0,318182 | - | - | - | - | - | 0,318182 |
| 2 | 1 | 0,295455 | - | - | - | - | - | 0,340909 |
| 3 | 1 | 0,181818 | - | - | - | - | - | 0,340909 |
| 1 | 1 | 1 | 0,318182 | -0,246 | 1 | 1 | -0,078272772 | 0,948409138 | 0,72079513 |
| 2 | 0,295455 | 0,158 | 0,04668189 |
| 3 | 0,181818 | -0,11 | -0,01999998 |
| 2 | 1 | 0,318182 | 0,942 | 1 | 1 | 0,299727444 | 1,144727092 | 0.758546481 |
| 2 | 0,295455 | -0,676 | -0,19972758 |
| 3 | 0,181818 | 0,246 | 0,044727228 |
| 3 | 1 | 0,318182 | -0,226 | 1 | 1 | -0,071909132 | 0,796227218 | 0.689166869 |
| 2 | 0,295455 | -0,194 | -0,05731827 |
| 3 | 0,181818 | -0,41 | -0,07454538 |
| 4 | 1 | 0,318182 | 0,814 | 1 | 1 | 0,259000148 | 1,508273352 | 0,818805177 |
| 2 | 0,295455 | 0,968 | 0,28600044 |
| 3 | 0,181818 | -0,202 | -0,036727236 |
| 5 | 1 | 0,318182 | 0,18 | 1 | 1 | 0,05727276 | 1,047636532 | 0,74032079 |
| 2 | 0,295455 | 0,168 | 0,04963644 |
| 3 | 0,181818 | -0,326 | -0,059272668 |
| Выход | 1 | 1 | 0,72079513 | -0,144 | 1 | 1 | -0,103794499 | -0,101079458 | 0,474751629 |
| 2 | 0,75854648 | -0,104 | -0,078888834 |
| 3 | 0,68916687 | -0,574 | -0,395581783 |
| 4 | 0,81880518 | -0,266 | -0,217802177 |
| 5 | 0,74032079 | -0,412 | -0,305012166 |

Для расчета ошибок необходимо найти производную функции (1) по :

|  |  |
| --- | --- |
|  | (2) |

Тогда ошибка единственного нейрона выходного слоя буден найдена как

где – фактическое значение его выхода;

– желаемый сигнал на выходе.

Ошибка i-го нейрона скрытого слоя будет найдена как

где – ошибка выходного слоя;

– синаптическая связь между i-м нейроном скрытого слоя и j-м нейроном выходного слоя.

В таблице 9 показан расчет ошибок.

Таблица 9 – Расчет ошибок

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| № слоя | № нейрона | Si | F'(Si) | Ошибка |
| Выход | 1 | -0,10107946 | 0,24936252 | 0,033375335 |
| 1 | 1 | 0,94840914 | 0,20124951 | -0,000967215 |
| 2 | 1,14472709 | 0,18315372 | -0,000635733 |
| 3 | 0,79622722 | 0,2142159 | -0,004103829 |
| 4 | 1,50827335 | 0,14836326 | -0,001317145 |
| 5 | 1,04763653 | 0,19224592 | -0,002643504 |

Коррекция веса синапса производится по следующей формуле:

Коррекция веса смещения производится по следующей формуле:

В таблице 10 показан расчет новых весов.

Значения в таблицах 8,9 полностью совпадают со значениями на рис. 1.

Скорректированные веса в таблице 10 совпадают с искомыми с точностью не менее трех знаков после запятой; погрешность можно объяснить ошибками округления и расчетов с плавающей запятой в разных средах.

Таким образом, ручной расчет выполнен верно.

Таблица 10 – Расчет новых весов.

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| № слоя | № нейрона | № выхода | Предыдущий весовой коэффициент wij(t) | Предыдущий вес смещения Tj(t) | Новый весовой коэффициент wij(t+1) | Новый вес смещения Tj(t+1) |
| 1 | 1 | 1 | -0,246 | 1 | -0,245805348 | 1,000194652 |
| 2 | 0,158 | 0,158194652 |
| 3 | -0,11 | -0,109805348 |
| 2 | 1 | 0,942 | 1 | 0,942116437 | 1,000116437 |
| 2 | -0,676 | -0,675883563 |
| 3 | 0,246 | 0,246116437 |
| 3 | 1 | -0,226 | 1 | -0,225120895 | 1,000879105 |
| 2 | -0,194 | -0,193120895 |
| 3 | -0,41 | -0,409120895 |
| 4 | 1 | 0,814 | 1 | 0,814195416 | 1,000195416 |
| 2 | 0,968 | 0,968195416 |
| 3 | -0,202 | -0,201804584 |
| 5 | 1 | 0,18 | 1 | 0,180508203 | 1,000508203 |
| 2 | 0,168 | 0,168508203 |
| 3 | -0,326 | -0,325491797 |
| Выход | 1 | 1 | -0,144 | 1 | -0,152322558 | 0,991677442 |
| 2 | -0,104 | -0,112322558 |
| 3 | -0,574 | -0,582322558 |
| 4 | -0,266 | -0,274322558 |
| 5 | -0,412 | -0,420322558 |

**4 Выводы**

В ходе выполнения лабораторной работы был исследован алгоритм ОРО при обучении многослойной НС, а также влияние различных параметров на качество обучения.

Наибольшее влияние на качество обучения показали нормализация, крутизна функции и величина момента. Влияние других параметров, таких как смещение, скорость обучения и количество нейронов в скрытом слое были значительно меньше. При этом, случайный выбор примеров улучшил результаты работы, его использование предпочтительно для избегания привыкания сети.

Оптимальные параметры, выбранные для решения данной задачи:

Число входов: 3; Число выходов: 1; Циклов обучения: 10000; Нормализация: [0;1]; Выбор примеров: случайный; Крутизна функции: 3,0; Смещение: 0,5; Скорость обучения: 1; Количество нейронов в скрытом слое: 5.

Работе алгоритма ОРО была проверена ручным расчетом одного прохода. Вычисленные вручную значения совпали практически точно, разница с рассчитанными автоматически возникла из-за округлений и погрешностей в вычислениях.

Приложение А

(обязательное)

Обучающая выборка

|  |  |  |  |
| --- | --- | --- | --- |
| X1 | X2 | X3 | OUT |
| 2.00000 | -1.00000 | -6.00000 | -3.00000 |
| 2.00000 | 4.00000 | 2.00000 | 20.00000 |
| -4.00000 | -1.00000 | -6.00000 | -9.00000 |
| -4.00000 | -4.00000 | 0.00000 | 12.00000 |
| -2.00000 | 3.00000 | 4.00000 | 11.00000 |
| 4.00000 | -1.00000 | 4.00000 | 9.00000 |
| -1.00000 | -3.00000 | -2.00000 | 6.00000 |
| -4.00000 | -4.00000 | -6.00000 | 6.00000 |
| -3.00000 | -4.00000 | 0.00000 | 13.00000 |
| -4.00000 | 2.00000 | 0.00000 | 0.00000 |
| 3.00000 | 3.00000 | -1.00000 | 11.00000 |
| -3.00000 | 0.00000 | 1.00000 | -2.00000 |
| 4.00000 | -2.00000 | 0.00000 | 8.00000 |
| 2.00000 | -1.00000 | -3.00000 | 0.00000 |
| 3.00000 | -5.00000 | -5.00000 | 23.00000 |
| -3.00000 | -1.00000 | 2.00000 | 0.00000 |
| -1.00000 | -2.00000 | 2.00000 | 5.00000 |
| 2.00000 | 4.00000 | 1.00000 | 19.00000 |
| 1.00000 | 4.00000 | -2.00000 | 15.00000 |
| 2.00000 | -4.00000 | -2.00000 | 16.00000 |
| 3.00000 | -4.00000 | 0.00000 | 19.00000 |
| -3.00000 | 1.00000 | 3.00000 | 1.00000 |
| -1.00000 | 2.00000 | -4.00000 | -1.00000 |
| -4.00000 | 0.00000 | 4.00000 | 0.00000 |
| 4.00000 | 3.00000 | -4.00000 | 9.00000 |
| 2.00000 | 4.00000 | 3.00000 | 21.00000 |
| 2.00000 | 0.00000 | 1.00000 | 3.00000 |
| 3.00000 | 4.00000 | 4.00000 | 23.00000 |
| 2.00000 | -2.00000 | -3.00000 | 3.00000 |
| 0.00000 | 2.00000 | 4.00000 | 8.00000 |
| 4.00000 | -1.00000 | -1.00000 | 4.00000 |
| -5.00000 | -4.00000 | 4.00000 | 15.00000 |
| -5.00000 | -3.00000 | -6.00000 | -2.00000 |
| 2.00000 | -1.00000 | -6.00000 | -3.00000 |
| 2.00000 | 4.00000 | 2.00000 | 20.00000 |
| -4.00000 | -1.00000 | -6.00000 | -9.00000 |
| -4.00000 | -4.00000 | 0.00000 | 12.00000 |
| -2.00000 | 3.00000 | 4.00000 | 11.00000 |
| 4.00000 | -1.00000 | 4.00000 | 9.00000 |
| -1.00000 | -3.00000 | -2.00000 | 6.00000 |
| -4.00000 | -4.00000 | -6.00000 | 6.00000 |
| -3.00000 | -4.00000 | 0.00000 | 13.00000 |
| -4.00000 | 2.00000 | 0.00000 | 0.00000 |
| 3.00000 | 3.00000 | -1.00000 | 11.00000 |
| -3.00000 | 0.00000 | 1.00000 | -2.00000 |
| 4.00000 | -2.00000 | 0.00000 | 8.00000 |
| 2.00000 | -1.00000 | -3.00000 | 0.00000 |
| 3.00000 | -5.00000 | -5.00000 | 23.00000 |
| -3.00000 | -1.00000 | 2.00000 | 0.00000 |
| -1.00000 | -2.00000 | 2.00000 | 5.00000 |